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“The word "aspect” here refers to a feature of an entity. If
the entity in question is a hotel, common aspects would include
beds, breakfast, or wifi.

40

proaches competitive with SMT for this task? [] M P
S \[: : :] 80
e Given that we would like to use a minimum - - 70
amount of parallel data, do techniques that Stacked Bilingual Denoising Autoencoders
use less parallel data perform equally well or (SBDA) >
near? -@e0e oo -[EmEm mm 50 I I

30

English Spanish  Const. SMT Google SMT Zero-shot* BiSkip* SBDA*

@D vy EAHE - W

(2)‘

aaaaaaaaaaaaa * Trained on 49 M parallel tokens

o 2016 Wikipedia Dump (English, Spanish)
preprocessed to remove markup and lower-

cased
[1] Iiambf?ft/ Patrik. i015- ASPeCZleS‘ﬁlTCI‘?SS;mgU;_l Sentllflqe&t e Distributed representations can be compet- e Finalization of annotated corpora in truly
¢ OpeNER corpus (English, Spanish) anno- pootication with constraine n Proceedings of itive with machine translation for cross- under-resourced  languages  (Catalan,
tated for four levels of sentiment at aspect- [2] Luong, Minh-Thang, Hieu Pham, and Christopher D. Man- lingual sentiment analysis. Basque).
level ning. 2015. Bilingual word representations with monolin-
gual quality in mind. In Proceedings of NAACL 2015 Work- e Bilingual word embeddings show promise as e Improving bilingual word embeddings for
e Europarl v7 corpus (English, Spanish) shop on Vector Space M‘?delmg for N LP. | | they can theoretically incorporate sentiment the task of sentiment analysis.
3] Zhou, Guangyou, Zhiyuan Zhu, Tingting He, and Xiao- nformation

e Small in-domain P arallel corpus created from hua Tony Hu. 2016 Cross-lingual sentiment analysis with
stacked autoencoders. In Knowledge and Infomation Systems

web scraping 47(1):27-44. e Stacked bilingual autoencoders perform well
with a large amount of parallel data, but
quickly lose effectiveness.



